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Exercises 1: Probability Solutions By Theo

1. Fy is a o-field since () and Q belong to Fy. Fj is the smallest o-field on .
[y is a o-field since (0, 2, A and A€ belong to Fy. F3 is a o-field since all
subsets of Q (countable) belong to F5. Fj is the largest o-field on .

2. Using the definition of a o-field, the sets @ and Q belong to the o-field
o(Ay), which proves that F; = o(A4;). Similarly, the sets 0, Q, A and A°
belong to the o-field o(As), which proves that F5 = 0(As). The set Fj is
a o-field, and by tautology F5 = o({F5}).

3. (a) Take z1,22 € R, z1 < 5. Then
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for e < m Countable unions of closed intervals are open inter-

vals. The Borel o-field B therefore contains all open intervals.
(b) The Borel o-field B is defined to be generated by the half lines

(—o0,x]. Since

U (x —n,z] = (—o0, x];

n=1
the sets (—o0,z] can be generated by countable unions of finite in-
tervals. Hence, they generate the same Borel o-field.

4. Let Ay, Ay, ... be a sequence of sets such that the collection {A,, : n € R}
is a partition of Q = {1,2,...} and P(4;) = P(A3) =...=p > 0. Then

_ZP(A» = o0,

1=1

Which is a contradiction of countable additivity. On the other hand, if
p = 0, then the probability axiom P(2) = 1 is not satisfied.



5. (a)

(b)

If a >0, then {w:aX(w) <z} ={w: X(w) <L} c F,since X is a
random variable. If a = 0,

0, ifz <0

{w:aX(w)Sm}:{Q £ 0

In either case, the event belongs to F. If a <0,

o

fw:aX(w) <o} =fw: X(@) > =} = (U{sz()sZ i})

n=1

Which belongs to F, since it is the complement of a countable union
of events belonging to F. The second equality follows from the first of
De Morgan’s laws. Linear functions are continuous. The conclusion
that aX is a random variable follows from Theorem 8 (Theorem 13.2
of Billingsley 1995).

Forw € Q, X(w)—X(w) = 0, so it follows from (a) with @ = 0 that the
zero random variable is a random variable. Similarly, X + X = 2X,
and it follows from (a) with a = 2 that 2X is a random variable.

6. The limit, if it exists, is X = 0.

(a)

By Lemma 10, X,, converges to X almost surely, as n — oo, if for
every € > 0,

ZP(|Xn—X| >e) < oo

n=1
We have
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if « > 1. Therefore, X,, converges to 0 almost surely, as n — oo, if
a>1.

Convergence in probability follows from
P(|X,|>e)=P(X,,=n)=— —0,

as n — oo. Therefore, X,, converges to 0 almost surely, as n — oo,
for all a > 0.

For convergence in quadratic mean,

1 1
E(X2)=0%. (1)+n = — =0,
ne n“ ne—-

as n — oo for a > 2. Therefore, X, converges to 0 almost surely, as
n — oo, if a > 2.



(c)

Remarks: Convergence in probability follows from almost sure conver-
gence under the additional assumption that « > 1. Convergence in prob-
ability follows from convergence in quadratic mean under the additional
assumption that a > 2.

A € Fi1, but A ¢ Fip. The smallest n is n = 11.
A ¢ F, for any n. There is no smallest n such that A € F,.
A € Fioo, but A ¢ Fgg. The smallest n is n = 100.
Since A =0, A€ F, for all n =1,2,.... The smallest n is n = 1.
Verify (i)—(iii) in Definition 23.
(i) E(|Xngn-1]) < oo is assumed.

(i1) {Xngn—1} is adapted to F,.

(i) B(Xngn-1 | Fuo1) = gn—1E(Xy | Fn—1) = 0. The first equality
follows since g,,—1 is adapted to F,_; ("taking out what is known’)
and the second since {X,, g} is a martingale difference sequence with
respect to Fi,.

By the law of iterated expectations,
E(X,)=E(FEX,| F.-1))=0
and
E(Xngn-1) = E(E(Xngn-1 | Fno1)) = E(gn—1E(X, | Fri1)) = 0.
Hence,

COV(Xnvgnfl) = E(Xngnfl) - E(Xn)E(gnfl) =0.

Put g,—1 = X¢—p. The result in (b) implies

Cov(X,, Xpn—p)=0; h>0.



